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Executive Summary
The European Union (EU) recognizes the potential of artificial 
intelligence (AI) to be a powerful force for good, with applications 
in improving healthcare and the safety of products, anticipating 
cybersecurity threats, fighting climate change, increasing the 
security of Europeans, and improving the efficiency of production 
systems and transport. 

To fully unlock this potential, the EU must 
walk a path that addresses legitimate 
safety concerns while preserving and 
advancing innovation. 

Machine learning and autonomous decision-
making reduce human control by definition 
and, for that reason, create a myriad of 
ethical, legal, and practical concerns.  

As the EU comes to terms with these 
concerns, it is rightly asking: what role 
should the EU play in encouraging, or 
limiting, the ways in which AI may develop? 
Does the EU intend to lead or follow? How 
should a desire to promote bold innovation 
be balanced against the need to protect 
consumers? And how well-suited are 
traditional concepts of liability when 
machines, not people, will make decisions?

To grapple with these and other questions, 
on February 19, 2020, the European 
Commission presented a number of 
documents, including: 

•  A long-awaited proposal for an EU 
regulatory framework for AI—the ‘White 
Paper on Artificial Intelligence—A 
European approach to excellence and 
trust’ (White Paper);1 

•  a ‘European Strategy for Data’;2 and 

•  a ‘Report on the safety and liability 
implications of Artificial Intelligence, the 
Internet of Things and Robotics’ (Report 
on Safety and Liability).3 

The White Paper and accompanying 
documents build on a number of prior 
communications4 and expert reports,5 
which have indicated the need to address 
the liability implications of emerging 
technologies such as AI.6 The documents 
form part of the Commission’s ambition to 
promote ‘a Europe fit for the digital age’ 
and are the first step to start the legislative 
process aimed at consolidating an EU 
approach to AI, which was announced by 
Commission President Ursula von der 
Leyen at the beginning of her presidency.7 
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The Commission has invited comments on 
its findings8 and is expected to present 
legislative proposals before the end of 2020, 
or early 2021 at the latest.9 These could 
include the amendment of existing legal 
frameworks as well as the adoption of new 
legislation. In addition, by the end of 2020, 
the Commission intends to propose a 
revision of the 2018 Coordinated Plan on AI, 
which includes 70 joint actions for closer 
cooperation between the Commission and 
EU Member States in areas such as 
research, investment, and data.

The impact of any EU legislation on AI is 
potentially vast. Any legislative measures 
will likely affect broad swathes of 
consumers and industry, including any 
businesses active in the AI space that  
sell their products or services to EU 
customers. In fact, the Commission says 
that its affirmative goal is to lead the way 
and set a new regulatory standard for the 
world,10 in a similar vein to its approach 
when adopting the General Data Protection 
Regulation (GDPR).11 

This paper focuses specifically on the 
proposed approach to AI liability issues, as 
this is the first time this topic has been 
comprehensively addressed by the 

Commission. This paper also identifies and 
recommends some guiding principles to be 
kept in mind when enacting, or making 
amendments to, any legislation in this area.

Overall, while the authors fully recognize 
that creating a liability regime that is 
suitable for the digital age is important, we 
consider that in doing so the Commission 
must strike the right balance between 
ensuring adequate protection from harm for 
consumers on the one hand, and 
incentivizing companies to develop new 
technologies on the other. In striking an 
appropriate balance, the Commission 
should also seek to coordinate broadly with 
other stakeholders, including the private 
sector and non-EU governments, to avoid 
creating a patchwork of policies. At least 
some of the Commission’s proposed 
adjustments to the EU’s liability regime 
indicate that this balance is off, thereby 
increasing the risk that future EU policy 
could hinder the potential of AI as a 
powerful force for good. 

This paper identifies some areas where  
the Commission should focus and 
reconsider, so that the true potential of  
AI may be unleashed. 

“The impact of any EU legislation on AI is potentially  
vast. Any legislative measures will likely affect broad 
swathes of consumers and industry, including any 
businesses active in the AI space that sell their products or 
services to EU customers.”
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Bigger Policy Picture
The European Union is on a quest for ‘digital and technological 
sovereignty’. As part of its broader digital strategy, the Commission 
is working on adopting new legislative frameworks.

These frameworks will inform the 
governance of: (i) common European data 
spaces in strategic sectors and areas of 
public interest; (ii) digital services in the EU 
(i.e., a Digital Services Act); and (iii) cyber 
security.12 One of the key drivers behind 
these various legislative initiatives is to 
upgrade liability and safety rules for digital 
platforms, services, and products. 

The Commission’s approach to addressing 
AI liability issues falls squarely in line with 
this general trend of increasing the burden 
of proof for companies and, in turn, relaxing 

the procedural requirements that should be 
met by relevant European authorities. 

By setting aside well-established 
procedural guarantees and imposing heavy 
burdens on companies, the Commission 
would undermine legal certainty and 
incentives to innovate. Through the 
Coordinated Plan on Artificial Intelligence, 
the Commission plans to encourage 
investments in AI of €20 billion per year 
over the next decade.13 An overzealous 
approach regarding liability could hamper 
the Commission’s ability to spur such 
investment and risk frustrating other 
efforts to foster innovation. 

This is precisely why the U.S. 
government—whilst acknowledging the 
need to protect civil liberties and privacy—
advocates a more hands-off approach to 
regulation of AI.14 In the ‘Guidance for 
Regulation of Artificial Intelligence 
Applications’ published in January 2020, the 
U.S. government stressed that innovation 
and growth of AI should be fostered 
‘through forbearing from new regulations’, 
and urged relevant agencies to ‘avoid a 
precautionary approach that holds AI 
systems to such an impossibly high 
standard that society cannot enjoy their 

“By setting aside  
well-established 
procedural guarantees  
and imposing heavy 
burdens on companies,  
the Commission would 
undermine legal certainty 
and incentives  
to innovate.”
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benefits’.15 Indeed, it was found that 
‘over-regulation will impede AI innovation’ 
and ‘when expected product liability 
payouts are high, firms pull back on 
commercializing innovation’.16 Therefore, 
the Guidance advises that ‘[w]here AI 
entails risk, agencies should consider the 
potential benefits and costs of employing 
AI, when compared to the systems AI  

has been designed to complement or 
replace’.17 The Financial Industry 
Regulatory Authority (FINRA) is currently 
consulting on whether guidance or 
modifications to its rules may be ‘desired 
to support adoption of AI applications 
while maintaining investor protection  
and market integrity’.18

“[T]he U.S. government stressed that 
innovation and growth of AI should be 
fostered ‘through forbearing from new 

regulations’, and urged relevant agencies  
to ‘avoid a precautionary approach that 
holds AI systems to such an impossibly  
high standard that society cannot enjoy  

their benefits’.”
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Adapting Liability Frameworks in the EU
Before examining the Commission’s proposed revisions to EU 
liability frameworks, it is necessary first to describe the current 
regime’s main components, which rely on the parallel application 
of the EU’s 1985 Product Liability Directive and non-harmonised 
national liability regimes.19 

The Product Liability Directive harmonised a 
system of liability for entities that have put 
defective products into circulation in the EU 
(whether as a producer or importer) and 
introduced a system of strict liability for 
damage caused by a defect in such 
products. For physical or material damage 

suffered, the injured party is entitled to be 
compensated if he or she proves the 
damage, the defect in the product, and the 
causal link between them. 

When it comes to individual Member 
States, non-harmonised national liability 
regimes typically provide fault-based liability 
rules, according to which victims of damage 
normally need to prove the fault of the liable 
person, the damage, and causation between 
the fault and the damage. Strict liability can 
also apply in some Member States where 
national legislators have attributed liability  
for a risk to a specific person.

Although the Report on Safety and Liability 
found that existing EU and national liability 
frameworks are robust and reliable, it noted 
that the characteristics of emerging digital 
technologies like AI, Internet of Things 
(IoT), and robotics could reduce their 
effectiveness. The White Paper notes that 
the victims will likely ‘have less effective 
redress possibilities compared to situations 
where the damage is caused by traditional 
technologies.’ This means that liability 
claims based on national fault-based laws 

“[T]he Commission has 
enumerated certain 
minimum principles that 
future liability 
frameworks should 
reflect: an acceptable level 
of protection, the 
provision of legal 
certainty, and consistency 
of application throughout 
the EU.”
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may be difficult or overly costly to prove 
and consequently victims may not be 
adequately compensated.20 In particular, 
the Commission suggests that given the 
complexity and multitude of parties 
involved in the design, functioning, and 
operation of AI systems, victims might find 
it hard to trace the damage back to relevant 
human behaviour.

To address these risks, the Commission has 
enumerated certain minimum principles that 
future liability frameworks should reflect: an 
acceptable level of protection, the provision 
of legal certainty, and consistency of 
application throughout the EU. 

An Acceptable Level of Protection
COMMISSION POSITION 
The Commission wants liability frameworks 
to afford an acceptable level of protection 
to victims of accidents involving new 
technologies like AI. The Commission  
has identified the inherent characteristics  
of AI technologies (such as their 
complexity, autonomy, and opacity) as a 
potential problem for liability claims based 
on fault-based national tort laws, and is 
concerned that those systems may not  
be sufficiently adaptable. 

ANALYSIS 
The Commission must be careful to strike 
the right balance between protecting 
citizens from harm while enabling 
businesses to innovate. Sustained 
engagement with the business 
community—including through formal 
public consultations, roundtables, and  
other forums—is essential.

Legal Certainty
COMMISSION POSITION
The Commission has also prioritised giving 
companies legal certainty as to how 
existing laws would apply. The Report on 
Safety and Liability says that ‘[i]t is 
important that companies know their 
liability risks throughout the value chain and 
can reduce or prevent them and insure 
themselves effectively against these 
risks’.21 For instance, the Commission has 
highlighted that AI applications are often 
integrated into complex IoT environments 
where many different connected devices 
and services interact, which can make it 
difficult to assess where any damage 
originates and who is liable. 

ANALYSIS
It is indeed important for companies to have 
legal certainty as to how existing laws apply. 
However, considerably broadening the 
scope of liability would not increase legal 
certainty. Instead, it would likely expose 
undertakings to the constant threat of 
frivolous, excessive, and expensive litigation. 
This concern is shared by BusinessEurope, 
which notes that ‘[n]ew technologies such 
as AI need legally certain frameworks to 
exist within’ and that the current liability 
frameworks ‘offer legal stability for [AI] 
technologies to be delivered’, while 
providing the consumer with recourse  
when something goes wrong.22 
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Consistency
COMMISSION POSITION 
The Commission also seeks consistency 
throughout the EU. In particular, the 
Commission is concerned that Member 
States may not apply consistent standards 
in relation to the conditions of liability and 
the burden of proof, leading to disparate 
national rules that create obstacles for 
companies operating or selling AI solutions 
within the EU. In the Commission’s view, a 
common European framework for AI is 
necessary to support the competitiveness 
of the sector. 

ANALYSIS
Avoiding fragmentation of rules across the 
EU single market is important. In addition, 
the Commission should: (i) seek to work 
with governments outside the EU to 
advance sound and interoperable practices 
for AI; and (ii) support the development of 
international industry-led and consensus-
based standards that can help to address 
the challenges posed by AI. Conversely, 
significant international divergence could 
act as a barrier to the development of AI.

“[T]he Commission is concerned that Member States may 
not apply consistent standards in relation to the conditions of 
liability and the burden of proof, leading to disparate 
national rules that create obstacles for companies operating 
or selling AI solutions within the EU.”
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The Pros and Cons of The Commission’s  
Key Liability-Related Recommendations 
In order to meet the goals outlined above, the Commission 
considers that certain adjustments should be made to EU and 
national liability regimes. 

In particular, the Commission is considering 
specific amendments to: (i) the definition of 
a ‘product’ in the Product Liability Directive; 
(ii) the allocation of the burden of proof; and 
(iii) the notion of ‘putting into circulation’ 
currently used in the Product Liability 
Directive. Each is discussed in turn below.

Definition of ‘Product’ 
COMMISSION POSITION 
The Product Liability Directive defines a 
‘product’ as any movable good. This 
definition has been interpreted broadly and 
has applied to a wide range of products 
over the years, including medical devices 
such as pacemakers and implantable 
cardioverter defibrillators,23 nuclear 
reactors, chemicals, electrical machinery, 
vehicles, and components used as raw 
materials for final products.24

The Commission is now exploring whether 
the scope of the ‘product’ definition should 
be further clarified to ‘better reflect the 
complexity of emerging technologies and 
ensure that compensation is always 
available for damage caused by products 

that are defective because of software or 
other digital features’.25 In particular, the 
Commission wants to ensure that this 
definition also covers software that is 
embedded in or downloaded onto a 
physical product; it notes that the 
distinction between products and services 
is becoming increasingly blurred and it is 
not always straightforward to classify 
software as a service or a product. 

ANALYSIS 
The Commission should not apply an overly 
broad approach to the ‘product’ definition, 
as this may make it difficult to differentiate 
between AI and less complex algorithms. 
Indeed, several algorithms—which do not 
amount to ‘AI systems’—have been in safe 
use for decades and are commonly used by 
the general public. 

Reversing the Burden of Proof 
Due to the complexity of new digital 
technologies, the Commission believes it 
may be difficult to assess where potential 
damage originates and which person is 
liable for it. As a result, the Commission is 
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seeking views on whether, and to what 
extent, it may be necessary to alleviate or 
even reverse the burden of proof required 
by national liability rules for damage caused 
by the operation of AI applications. In 
particular, the Commission is considering 
three areas: the imposition of strict liability; 
the information asymmetry between 
producers and end-users; and the notion  
of compulsory insurance.

Imposition of Strict Liability

COMMISSION POSITION 
The Commission is assessing whether 
strict liability may be needed (and, if so, to 
what extent) to achieve effective 
compensation of possible victims in relation 
to the operation of AI applications with a 
specific risk profile. It is currently envisaged 
that any such framework of strict liability 
would apply where the use of AI ‘may 
cause significant harm’.26 As for the 
allocation of responsibility, the Commission 
believes that strict liability should lie with 
the person who is most in control of the 
risk connected with the operation of AI and 
who benefits economically from its 
operation—’[i]f there are two or more 

operators, in particular the person primarily 
deciding on and benefitting from the use of 
the relevant technology (frontend operator) 
and the person continuously defining the 
features of the relevant technology and 
providing essential and ongoing backend 
support (backend operator), strict liability 
should lie with the one who has more 
control over the risks of the operation.’27

ANALYSIS
Imposing strict liability in the AI sector has 
several downsides, including the potential 
to significantly reduce incentives to 
innovate and to hamper economic growth:28 

•  Strict liability rests on the assumption 
that the actor best placed to assess 
the risk-benefit of a product should be 
held accountable for that assessment 
(regardless of the fault involved in 
causing the harm). Although the industry 
is working hard to mitigate the ‘black 
box’ problem of AI, which would 
alleviate liability-related risks associated 
with AI products and services, the 
solutions an AI may develop or the 
effects it may have cannot always be 
foreseen by the producers. This is mainly 
due to the issues around foreseeability 
and the intrinsic purpose of AI—i.e., 
autonomous decision-making. As a 
result, the conduct that strict liability is 
designed to incentivize, such as taking 
necessary precautions or calibrating the 
level of tolerable financial risk, cannot 
arise. In such circumstances a key 
purpose of strict liability would not be 
achieved, and a producer may simply be 
penalized for matters genuinely outside 
its control.

“[T]he EU’s legal framework 
must ‘avoid stifling innovation 
by expanding liability to 
unchartered territories, beyond 
what is reasonably foreseeable 
at the time of AI development 
and commercialisation’.”
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•  The Commission’s suggested alterations 
to liability burdens might lead businesses 
to have to account for and accept a 
greater risk of liability in circumstances 
where they themselves may be unable 
to determine where responsibility should 
rest. This issue is particularly relevant in 
relation to fully automated devices that 
are expected to make decisions on their 
own through machine learning. It may 
be virtually impossible for those involved 
in producing such devices to foresee AI 
decisions. As emphasised by the Centre 
for European Policy Studies, the EU’s 
legal framework must ‘avoid stifling 
innovation by expanding liability to 
unchartered territories, beyond what is 
reasonably foreseeable at the time of AI 
development and commercialisation’.29 
If liability falls on producers, they will 

likely be reluctant to enable autonomous 
decision-making capability in the first 
place and will avoid innovations that—
though likely to be beneficial—carry 
significant liability risk.

•  The EU should coordinate with 
governments around the world to 
advance sound and interoperable 
practices for AI to avoid creating a 
patchwork of policies. It should also 
adopt a flexible risk-based approach 
when taking any action, as opposed to 
adopting prescriptive requirements. 

•  Strict liability would significantly broaden 
the scope of private rights of action 
under the Product Liability Directive. 
Overly broad private rights of action 
could be particularly harmful in the 
context of AI as they hinder innovation 
and consumer choice by threatening 
companies with frivolous, excessive, 
and expensive litigation, particularly if 
those companies are at the forefront of 
transformative new technologies.

If strict liability is imposed on the use of AI 
applications, it should be limited to very 
exceptional high risk circumstances (in 
particular where there is a high risk of harm 
to individuals),30 which should be clearly 
defined to provide certainty for businesses 
and avoid issues of overly broad private 
rights of action. As EDiMA correctly states, 
‘[i]mposing new legal requirements beyond 
applications that are clearly defined as 
high-risk threatens to chill innovation and 
investment in the European market’.31

“If strict liability is 
imposed on the use of AI 
applications, it should be 
limited to very exceptional 
high risk circumstances (in 
particular where there is a 
high risk of harm to 
individuals), which should be 
clearly defined to provide 
certainty for businesses and 
avoid issues of overly broad 
private rights of action.”
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Information Asymmetry Between 
Producers and End Users

COMMISSION POSITION 
The Commission is considering whether 
the burden of proof concerning causation 
and fault needs to be adapted for the 
operation of AI applications that do not 
have a specific risk profile. In particular, 
they are considering whether, and to what 
extent, it may be necessary to alleviate or 
reverse the burden of proof for damage 
caused by the operation of AI applications.

•  The Commission has suggested that 
the burden of proof could be linked to 
compliance with specific cyber-security 
or other safety obligations set by law—
i.e., following non-compliance, a change 
to the burden of proof as regards fault 
and causation could apply.

•  The ‘Report on liability for AI and 
other emerging technologies’32 (New 
Technologies Formation Report) suggests 
that the burden of proof should be 
reversed where it has been ‘proven that 
an emerging digital technology has caused 
harm’ and ‘there are disproportionate 
difficulties or costs pertaining to 
establishing the relevant level of safety 
or proving that this level of safety has 
not been met’.33 It also recommends 
reversing the burden of proof if producers 
fail to enable the logging of data capable 
of confirming faults in the operation 
of the technology. This would mean 
that the failure to embed some kind 
of logging system in AI technologies, 
enabling identification of the source of the 
malfunctioning that caused the damage, 
could ‘trigger a rebuttable presumption 
that the condition of liability to be proven 
by the missing information is fulfilled’.34

ANALYSIS 
Further consultation and consideration are 
needed before adjusting the burden of 
proof to account for perceived information 
imbalances between producers and end-
users. There is certainly a question to be 
considered relating to the circumstances in 
which a potentially liable party has not 
taken reasonable steps to log the data 
relevant for assessing liability or is unwilling 
to share it with an alleged victim when 
required to do so in a legal proceeding. 
However, information imbalances are not 
unique to AI applications. Furthermore, a 
potentially liable party may simply not have 
access to the data it requires to rightfully 
absolve itself of liability. In that sense, the 
disruption to the usual legal process could 
be due to a lack of information altogether, 
as opposed to an information imbalance. 

One alternative solution would be to modify 
intent and causation tests with a sliding 
scale based on the level of AI transparency 
and human supervision. Specifically, when 
AI merely serves as part of a human-driven 
decision-making process, current notions of 

“Further consultation 
and consideration are 
needed before adjusting 
the burden of proof to 
account for perceived 
information imbalances 
between producers and 
end-users.”
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intent and causation could, to some extent, 
continue to function appropriately. 
However, when AI behaves autonomously, 
liability should turn on the degree of the 
AI’s transparency, the constraints its 
creators or users placed on it, and the 
vigilance used to monitor its conduct. 

Moreover, Digital Europe has rightly 
pointed out that consideration should also 
be given to how the implementation of 
other regulatory changes envisaged in the 
White Paper could remove some of the 
concerns with AI and reduce the need for 
amendments to the product liability 
framework.35 For example, additional 
requirements that have been proposed for 
safety legislation requiring risk 
assessments and certifications for certain 
AI software, or requirements for 
transparency of algorithms, could reduce or 
potentially even remove the necessity for 
amendments to the burden of proof in the 
product liability rules. 

Compulsory Insurance

COMMISSION POSITION
The Commission has suggested that strict 
liability should be coupled with a possible 
obligation to hold insurance to ensure 

compensation irrespective of the liable 
entity’s solvency and to help reduce the 
costs of damage. A similar approach was 
applied in relation to motor vehicles: a 
victim involved in a car accident typically 
has a strict-liability claim against the owner 
of the car, who is compensated via 
obligatory insurance.36 Also, the proposed 
Digital Services Act may include a provision 
that will absolve online platforms from 
liability when they proactively adopt 
preventive measures.37 

ANALYSIS 
Imposing a compulsory no-fault user 
insurance scheme could result in higher 
insurance premiums (which will most likely 
be passed on to consumers) and reduced 
availability of insurance in markets with 
emerging technological risks. As noted by 
Insurance Europe, this would ‘negatively 
impact consumers and hamper 
innovation’.38 Insurance Europe also rightly 
noted that ‘compulsory insurance can make 
it more difficult for small and specialised 
insurance markets to develop. It can also 
discourage an insurance market for risks 
that are difficult to quantify or where the 
current market capacity is insufficient to 
sustain large demand’.39 Compulsory 

“Imposing a compulsory no-fault user insurance  
scheme could result in higher insurance premiums (which 
will most likely be passed on to consumers) and reduced 
availability of insurance in markets with emerging 
technological risks.”
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insurance can only work in specific cases 
and when certain market pre-conditions are 
met, including: the availability of sufficient 
claims data, a high level of standardization, 
and sufficient insurance capacity to manage 
risks and cover claims.40   

Allocation of Liability  
Throughout a Product’s Lifecycle 
COMMISSION POSITION
The Commission considers that current 
product liability laws were designed for 
relatively simple products that did not 
change much from the moment they 
entered the market. This is no longer the 
case for many products, which are often a 
complex combination of hardware, 
software, and services, some of which can 
even evolve without human input. This 
creates a challenge to the effective 
enforcement of liability claims. In particular, 
the Commission wants to clarify who is 
liable for any changes that are made to the 
product once it is released to the market. 
To that end, it suggests revisiting the 
notion of ‘putting into circulation’ (that is 
currently the trigger point for strict liability 
under the Product Liability Directive) to 
‘take into account that products may 
change and be altered’.41

The Report on Safety and Liability does not 
specify how this notion should be altered, 
but the New Technologies Formation 
Report states that, ‘[t]he producer should 
be strictly liable for defects in emerging 
digital technologies even if said defects 
appear after the product was put into 
circulation, as long as the producer was  
still in control of updates to, or upgrades 
on, the technology’.42 

In this vein, the Commission also indicated 
that existing defences and statutory 
exceptions from strict liability (such as the 
‘later defect defence’ and ‘development 
risk defence’) may have to be reconsidered 
to account for the use of AI. The New 
Technologies Formation Report suggested 
that the development risk defence should 
not be made available to producers in cases 
where ‘it was predictable that unforeseen 
developments might occur’.43 Furthermore, 
according to the Report on Safety and 
Liability, liability could be reduced in a 
situation where the victim did not proceed 
with a safety update.

ANALYSIS 
The proposal to amend the definition of 
‘putting into circulation’ seems to ignore 
the very basics of machine learning, which 
leads to autonomous decision-making, as 
opposed to decision-making based purely 
on a pre-determined algorithm. Machine 
learning allows AI technologies to deal with 
new situations in new ways.44 This means, 
necessarily, that an AI decision may not be 
foreseeable by the actors involved. In 

“If current doctrines are 
crudely adapted to require 
developers and producers to 
account for unforeseen (or 
unforeseeable) circumstances, this 
may reduce their appetite to allow 
AI autonomy, which essentially 
voids its raison d’être.”
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addition, in machine learning-based AI, 
incorrect outputs may be caused by 
incorrect data supplied by the operator and 
be due to no fault of the manufacturer. 
Liability doctrines, including strict liability, 
are predicated on whether harm is 
foreseeable, and who could have foreseen 
it. If current doctrines are crudely adapted 
to require developers and producers to 
account for unforeseen (or unforeseeable) 
circumstances, this may reduce their 
appetite to allow AI autonomy, which 
essentially voids its raison d’être. 

Therefore, a blanket requirement for actors 
to account for future changes of use, or the 
response of an autonomous system to 
these changes, would vitiate many of the 
benefits of having AI capabilities. In fact, it 
would most likely lead to actors seeking to 
constrain machine learning capabilities to 
limit the expansion of their liability to 

situations they cannot foresee. This would 
have a chilling effect on innovation—by 
removing incentives for companies to 
invest in autonomous AI—and the economy 
as a whole.

Further, the Report’s proposal risks 
undermining the private autonomy of 
companies to freely negotiate their 
contractual relationships and partnerships. 
The Commission should be mindful of 
existing contractual liability regimes and 
should avoid overly broadening the scope 
of liability to hold technology providers 
responsible or liable, in their business-to-
business dealings, for uses of technology 
that were not agreed between parties to a 
contract, or which may have been 
expressly excluded. This concern has also 
been raised by both Digital Europe45 and 
AmCham EU.46

“ [T]he Report’s proposal risks undermining the private 
autonomy of companies to freely negotiate their contractual 
relationships and partnerships.”
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Guiding Principles for Addressing  
the Liability Implications of AI
AI is a key driver of economic development, bringing huge potential 
benefits to European citizens, businesses, researchers, and 
governments. Therefore, any legislative adjustments must strike 
the right balance ‘between protecting citizens from harm while 
enabling businesses to innovate’,47 so that they do not hinder 
progress and innovation. 

The Commission should keep in mind the 
guiding principles48 detailed below when 
enacting any reforms in this area, to help 
ensure the right balance is found and legal 
certainty is preserved.

Make Use of and Adapt  
Existing Liability Frameworks
While existing EU and national liability 
regimes might require adjustments to  
adapt to the specific risks created by AI 
systems, they still remain fully applicable  
to new technologies.49 Policymakers  
should be mindful that activities performed 
and decisions aided by AI are often already 
accountable under existing laws. As  
the Law Society of England and Wales 
found, ‘there is no obvious reason why  
the growth of AI and the use of data  
would require further legislation or 
regulation’50 because ‘most AI is embedded 

in products and systems, which are  
already largely regulated and subject  
to liability legislation’.51

In addition, as mentioned above, the Product 
Liability Directive has been applied to a wide 
range of products over the years, many of 
which did not exist when the Directive came 
into force in 1985. Therefore, the 

“Policymakers should be 
mindful that activities 
performed and decisions 
aided by AI are often 
already accountable under 
existing laws.”
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Commission should seek to make use of, 
and adapt where required, the existing 
liability frameworks, which adequately 
address most claims that arise from AI and 
other emerging technologies. Sensible 
adaptation would avoid the introduction of 
unnecessary legislation that could overly 
broaden legal standards for product liability 
and undercut legal certainty.

Take Stock of Existing EU Measures 
and Industry Best Practices
The Commission should undertake a 
thorough and comprehensive review of EU 
and Member State laws and regulations 
that already provide a governance 
framework for AI across different sectors. 
In addition to EU liability legislation, AI is 
currently subject to aspects of existing 
regulations including fundamental rights, 
data protection law, consumer law, and 
competition law. For example, the GDPR 
regulates the processing of personal data 
and contains a number of obligations 
related to automated decision-making. 

Similarly, under EU consumer law, AI 
producers need to comply with applicable 
consumer product safety and liability rules. 
Failure to appropriately account for these 
rules before instituting a new governance 
framework may lead to overlapping and 
contradictory obligations in areas as diverse 
as financial services, healthcare, 
transportation, and data protection. In the 
case of automated vehicle (AV) technology, 
AI regulations would potentially conflict with, 
or duplicate, the rules set out under the 
revised General Safety Directive 2019/2144 
and the AV standards developed by the 
United Nations Economic Commission for 
Europe. Likewise, AVs are fully covered by 
existing European and Member State liability 
regimes, offering no basis for future reforms 
for this AI application. 

A review of all existing European laws, 
regulations, and frameworks relating to AI 
would be consistent with recommendations 
adopted by the Commission and Member 
States at the OECD (Organisation for 
Economic Cooperation and Development) 
and G20. Importantly, this exercise would 
also enable the Commission to focus on 
areas where existing laws may need to  
be modified or removed to enable the 
development, deployment, and use of AI  
in the EU single market.

Favour Soft Measures,  
Not Overzealous Regulation 
The Commission should be careful not to 
intervene too hastily in nascent markets, as  
it is difficult to anticipate their evolution. As 
indicated by Judge Frank H. Easterbrook of 
the United States Court of Appeals for the 
Seventh Circuit, given the rapid evolution of 
new technologies, building ex novo legislative 

“[G]iven the rapid 
evolution of new 
technologies, building  
ex novo legislative 
frameworks to regulate 
nascent technologies 
carries a significant risk  
of error.”
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frameworks to regulate nascent technologies 
carries a significant risk of error.52 

The Commission’s proposal should also 
recognize the importance of non-regulatory 
approaches to governing ‘high-risk’ AI. 
Non-regulatory approaches often achieve 
the same policy objectives and offer the 
same level of protections as regulatory 
approaches, but without many of the 
burdens and unintended consequences. For 
example, the development of voluntary 
consensus standards on the national and 
international level is a highly effective means 
of addressing the challenges and 
opportunities presented by emerging 
technologies such as AI. Similarly, multi-
stakeholder initiatives have the greatest 
capacity to identify gaps in AI outcomes and 
to mobilize AI actors to address them, 
including through the development of tools 
such as algorithmic impact assessments. 
Voluntary codes of conduct can also be used 
as accountability tools in the AI lifecycle.

Given the novelty of the issues involved 
with and the legal uncertainty surrounding 
AI, developing these kinds of ‘soft 
measures’ is more appropriate than the 
introduction of new hard measures, or any 
immediate changes to existing hard 
measures. This appears to be the preferred 
approach of the U.S. government, which 
emphasised that ‘unnecessarily 

precautionary approaches to regulation that 
could unjustifiably inhibit innovation’ should 
be avoided.53 Such soft measures: (i) should 
be voluntary, practicable, and preceded by 
inclusive, evidence-based, and industry-
wide consultations; and (ii) could be 
focused on increasing the extent to which 
companies are able to foresee potential 
harm or to better control the manner 
(without overly restricting the extent) of a 
technology’s self-learning. Soft measures 
have proven successful in other sectors. 
For example, in relation to standard 
essential patents (SEPs), the Commission 
has refrained from overzealous regulation. 
Instead, it has issued recommendations 
‘sett[ing] out key principles that foster a 
balanced and predictable framework’ for 
SEPs54 and appointed a group of experts to 
‘deepen the expertise on evolving industry 
practices’ relating to licensing of SEPs.55

Consult With Stakeholders or Adopt 
a Participative Regulatory Approach 
When legislation is warranted, it should be 
developed in collaboration with 
stakeholders who fully understand how 
relevant AI systems work. The Commission 
should consult with relevant stakeholders 
and take into account various industry 
efforts to design and implement AI ethical 
and governance standards. 

“Given the novelty of the issues involved with and the legal 
uncertainty surrounding AI, developing these kinds of   
‘soft measures’ is more appropriate than the introduction  
of new hard measures, or any immediate changes to existing 
hard measures.”
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The Commission should also consider 
implementing ‘regulatory sandboxes’, 
whereby innovators and regulators work 
closely together to bring new products to 
market. Such a collaborative process is more 
likely to result in sound policies, facilitate 
growth of AI technologies, and bolster 
consumer confidence. This kind of 
‘participative’ regulatory approach—whereby 
authorities closely collaborate with the 
industry and avoid ‘casting the rules in 
stone’56—has been endorsed by Nobel-
winning economist Jean Tirole in relation to 
online platforms. Such an inclusive 
consultation process is equally important in 
nascent industry sectors, such as AI, which 
are often misunderstood and sensationalised. 

Coordinate with Other  
Institutions and Governments
The Commission should coordinate with 
other institutions and non-governmental 
organisations to advance sound and 
interoperable practices for AI, to avoid 
creating a patchwork of different local rules 
that impose obstacles for companies to 
operate or sell AI solutions internationally. 
For example, the OECD is developing 
workable standards for AI. 57

Promote Evidence- and  
Risk-Based Regulations
Any regulatory initiatives should be specific, 
narrowly tailored to appropriate use cases, 
focused on addressing those AI 
applications which present the greatest 
risk, and weighed against the economic and 
social benefits forfeited by their enactment. 
In accordance with the EU’s ‘better 
regulation’ principles,58 the Commission 
should engage in thorough fact-finding 

exercises and evidence-based risk-
assessments rather than reflexively 
responding to concerns by imposing 
unnecessary bans, moratoriums, or unduly 
burdensome regulatory requirements. 
Regulations based on limited and patchy 
data, rather than a risk-based approach, 
could stifle companies’ ability to offer 
innovative products and services. 

Adopt Reasonable  
Constraints on Liability 
Where liability exposure threatens AI’s 
viability, the Commission should adopt 
reasonable constraints on liability (e.g., 
provide for relevant exceptions to strict 
liability regimes). Any regulatory framework 
should be based on actual risk and should 
be sufficiently adaptable and flexible so as 
to avoid barriers to innovation and 
economic growth. As explained above 
starting on page 8, regarding the 
Commission’s proposal for a reversal of the 
burden of proof, the Commission should 
adopt a risk-based approach rather than 
imposing a blanket strict liability approach 
with respect to all AI. This approach could 
utilise a sliding scale where liability for 
higher risk products would turn on the 
degree of the AI’s transparency, the 
constraints its creators or users placed on 
it, and the vigilance used to monitor its 
conduct. 

The Commission should account for 
distinctions between the types of risk 
presented by different AI applications and 
tailor the rules on a case-by-case basis. This 
would enable companies that develop and 
deploy AI to implement risk management 
practices in ways that are best fitted to the 
use case and risk profile.
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Further, with respect to the proposal to 
amend the allocation of liability throughout a 
product’s lifecycle, the Commission should 
be very cautious. A compulsory no-fault 
insurance system is not recommended. 
However, if the Commission does adopt 
that approach, it should work closely with 
the insurance market to ensure that 
insurance will be available and that 
innovation is not deterred.

“The Commission should 
account for distinctions between 
the types of risk presented by 
different AI applications and 
tailor the rules on a case-by-
case basis.”
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Conclusion
As the Commission has acknowledged, AI has tremendous 
potential to be a powerful force for good, in finding innovative 
solutions to meet global challenges in domains such as the 
environment and health. 

According to the McKinsey Global Institute, 
AI could help Europe narrow the digital gap 
with the world’s leaders, achieve a 
significant productivity boost, and create 
new jobs.59 McKinsey predicts that 
powerful development of AI could grow 
European economic activity by nearly  
20 percent by 2030. 

Therefore, it is crucial that any changes to 
the existing liability regime do not stifle 
innovation by unduly widening developer/
producer liability. Imposing impossible 
burdens or presumptive liability in relation 
to future unknown threats risks penalizing 
developers and producers for matters 
genuinely outside their control, and would 
deter them from developing AI in the  
first place. 

It is also important to consider ramifications 
of EU policy outside of Europe. The EU’s 
efforts to advance the use and development 
of AI must not shut it off from the rest of  

the world, as its future competitiveness 
depends on the ability of all businesses, 
regardless of size or sector, to remain 
connected to and engaged with the global 
economy. Restrictions on the use of 
technology developed outside of the EU risk 
disadvantaging Europe’s own AI capacity, as 
many businesses benefit from partnerships 
with non-EU organisations, including those 
providing cloud capabilities and AI-related 
components, datasets, and software. 

The Commission must develop a balanced, 
flexible and future-oriented AI liability 
regime, which is founded on actual evidence 
and a careful cost/benefit analysis. The 
Commission should be mindful not to 
intervene too hastily with overzealous 
regulations. Instead, it should make use of 
existing measures and engage in an open 
dialogue with other stakeholders, including 
businesses, international organisations, and 
non-EU governments, to develop a sound 
legal framework.
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